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Introduction

Everyone is familiar with the following theorem.

Theorem (Gödel, 1931)

There are true, unprovable statements in arithmetic.

Gödel famously gave two examples of such sentence:

• A self referential sentence reminiscent of the liar sentence and

• Con(PA).

Apparently these sentences do not count as sufficiently “mathematical”
(whatever that means).
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Gödel famously gave two examples of such sentence:

• A self referential sentence reminiscent of the liar sentence and

• Con(PA).

Apparently these sentences do not count as sufficiently “mathematical”
(whatever that means).

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 2 / 48



Introduction

Everyone is familiar with the following theorem.

Theorem (Gödel, 1931)
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Introduction

In any case it became an important open question in logic whether one
could give examples which were “mathematical” in nature i.e. did not
require the “numerical coding of notions from logic” (Barwise).

The analogous question in set theory was answered in 1963 by Paul
Cohen. The associated method of forcing has become an important area
of research not just in set theory but also in other areas of logic as well as
in applications of set theory to e.g. topology, Banach space theory etc.

In arithmetic the project of finding a non-logical example of independence
was achieved by Paris and Harrington in 1977 (more on this later). While
there has been extensive research into “mathematical independence” most
known examples resemble Paris and Harrington’s original example.
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Introduction

I will give this example later in the talk (alongside a new(er) proof of its
independence) however for now let me point out that it essentially asserts
the totality of a certain computable function f which grows very quickly.
A priori any statement of this form will be Π0

2 since you need to say that
for each x there is a y so that f (x) = y .

The cartoon explanation of the independence of the Paris-Harrington
statement is that this function “grows too fast to be provably total”.
Indeed Paris and Harrington show that its growth rate exceeds any
PA-provably total function.

Reflecting on this discussion Harrington (and others) asked whether there
were true, unprovable Π0

1 “mathematical” statements. Note that this is
the lowest possible complexity since any true Σ0

1 statement is provable in
PA. Note also that Con(PA) is Π0

1.
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Introduction

The existence of a true, unprovable Π0
1 sentence which satisfied Harrington

(apparently) was discovered by Shelah in 1981. Shelah writes in his paper,

”In Summer ’80 Friedman and Harrington offered hotly their view that it is
one of the main problems of contemporary logic to find [a true Π0

1

sentence of PA not provable in PA], [...] Now an answer to such a
question is naturally more open to debate than the usual mathematical
problem. [...But] Harrington O.K.ed [the example given]” ([1], 155).

Shelah’s paper, which contains much more than just the true unprovable
Π0

1 sentence including an alternative proof of the Paris-Harrington theorem,
is a wealth of interesting results in models of PA. However, for whatever
reason, it seems to have never been fully digested by the community.
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Introduction

The goal of this talk is to systemitize some of the ideas from Shelah’s
paper into a workable method that (hopefully) can be used to more easily
construct true, unprovable “mathematical” sentences (the examples will
be primarily a mix of combinatorial statements and statements from model
theory of finite structures with minimal logical input).

The outline of the
rest of this talk is as follows.
• Introduce the basics of the theory of (L, n)-models, the method by
which we will produce new examples of true, unprovable sentences.
• Use the theory developed to present Shelah’s strikingly simple alternative
proof of the Paris-Harrington Theorem
• Use (L, n)-models to introduce a new true Π0

1 sentence and show that it
is not provable in PA
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Enough of the past, let’s do some math

Before we begin there is a metamathematical disclaimer.

Since the
ultimate goal is prove the independence of certain sentences in PA we
need to develop the following ideas in arithmetic. Therefore, for the rest
of the talk, in order to facilitate our formalization going forward let
us be clear that, unless otherwise stated, every instance of “finite”
means potentially “non-standard finite”.

When we discuss infinite objects, to avoid awkwardness we may also argue
in ACA0 since this theory is conservative over PA for first order sentences.
This strategy was suggested by the anonymous referee, thank you if you
are here!
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(L, n)-Models

I now want to develop the theory of a certain class of sequences of finite
structures called (L, n)-models. Most of this section is essentially due to
Shelah, however my presentation here is more formal and systematized
than in his paper. Moreover, in anticipation of later applications we will
often present stronger versions of his original ideas.

The essence of this idea also appears in work of Kripke (unpublished) and
has been mentioned in expositions of his work by Putnam and Quinsey.
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(L, n)-Models

Let’s fix a finite signature first order language L extending LPA. A partial
L-structure is a set with interpretations for constants, relations and
function symbols from L defined on it in the usual way except that
functions can be partial.

For example,

Example (Key Example)

Let n ∈ ω (possibly non standard) the structure Mn is the structure whose
universe is n = {0, 1, ..., n − 1} with +, × etc defined as usual but
restricted to this set.

If M is a partial L-structure, a ∈M and f is a function symbol in L so
that fM(a) is not defined we treat any formula containing the string
“f (a)” as syntactic nonsense. For instance, M6 |= 1 + 1 = 2 but the term
“3× 4” doesn’t appear in any sentence M6 models.
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(L, n)-Models

Given two partial L-structures A and B, we write A ⊆ B if A is a
substructure of B in the normal sense and for each function symbol f in L
or arity k (say), f B � [A]k is total. In other words, B closes functions
under A.

It never appears in the theory but a weird quirk of this definition is that a
partial L-structure is a substructure of itself unless it’s actually an
L-structure i.e. all functions are total (Alf Dolich pointed this out to me).

Example (Key Example Continued)

Let L be as before and let n > m2. Then Mm ⊆Mn since for all
k , l < m, kl < n.
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(L, n)-Models

Fix a natural number n. The following definition is the main character of
the talk.

Definition ((L, n)-Model)

An (L, n)-model ~A = 〈A0, ...,An−1〉 is a sequence of partial L-structures
of length n so that for all i < n − 1 Ai ⊆ Ai+1.

Given an (L, n)-model ~A, I denote by ~A[i ,j] the sequence
Ai ⊆ Ai+1 ⊆ ... ⊆ Aj . Note that this is an (L, j − i + 1)-model.

Example (Key Example Continued Again)

Let ~m = m0 < m1 < ... < mn−1 be a sequence of natural numbers so that
for all i < n − 1, m2

i < mi+1. The associated (L, n)-model is
~M ~m = 〈Mm0 , ...,Mmn−1〉. We call such a model square increasing.
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(L, n)-Models

Let’s set some notation and terminology.

Given an (L, n)-model ~A I will
always write Ai for the i th model in the sequence. I sometimes refer to Ai

as the i th model of ~A and in particular we call An−1 the top model.

The point is that the (L, n)-models satisfy a kind of satisfaction relation
called fulfillment which can be used to code consistency statements into
finite combinatorial ones.

From now on, given a formula ϕ, denote by dp(ϕ) the depth of ϕ i.e. the
number of quantifiers appearing in ϕ (NOT the number of quantifier
alternations). Denote by |ϕ| the syntactic length of ϕ.
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Fulfillment

Definition (Fulfillment)

Let ϕ(~x) be an L formula, ~A an (L, n)-model from some n and and ~a a
tuple of elements of the same arity as ~x from An−1 (the top model).

Assume there is an i < n − dp(φ)− 1 so that for every term t(~x)
appearing in ϕ the associated expression t(~a) is defined in Ai+1 and let i~a
be the least such i . We define recursively what we mean by A |=∗ ϕ(~a)
(read as A fulfills ϕ(~a)).

• If ϕ is atomic, then ~A |=∗ ϕ(~a) if and only if An−1 |= ϕ(~a).

• If ϕ := ψ1 ∧ ψ2, then ~A |=∗ ϕ(~a) if and only if ~A |=∗ ψ1(~a) and
~A |=∗ ψ2(~a).

• If ϕ := ψ1 ∨ ψ2, then ~A |=∗ ϕ(~a) if and only if ~A |=∗ ψ1(~a) or
~A |=∗ ψ2(~a).

• If ϕ := ¬ψ, then ~A |=∗ ϕ(~a) if and only if it’s not the case that
~A |=∗ ψ(~a).
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Assume there is an i < n − dp(φ)− 1 so that for every term t(~x)
appearing in ϕ the associated expression t(~a) is defined in Ai+1 and let i~a
be the least such i . We define recursively what we mean by A |=∗ ϕ(~a)
(read as A fulfills ϕ(~a)).

• If ϕ := ∃yψ(y , ~x), then ~A |=∗ ϕ(~a) if and only if there is a
b ∈ Ai+1 and ~A[i+1,n−1] |=∗ ψ(b, ~a).

• If ϕ := ∀yψ(y , ~x), then ~A |=∗ ϕ(~a) if and only if for all
j ∈ [i , n − dp(ψ)], and all b ∈ Aj we have that ~A |=∗ ψ(b, ~a).
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A Worked Example

Let’s see how fulfillment works in practice.

Recall Robinson’s theory Q is
the following set of sentences:

1. ∀x (0 6= S(x))

2. ∀x , y (S(x) = S(y)→ x = y)

3. ∀x(x 6= 0→ ∃y(x = S(y))

4. ∀x (x + 0 = x)

5. ∀x , y (x + S(y) = S(x + y))

6. ∀x (x × 0 = 0)

7. ∀x , y (x × S(y) = (x × y) + x)

Note the depth of each of these axioms is 1 or 2.
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A Worked Example

Let’s see how fulfillment works in practice.

Proposition

Let ~m be a square increasing sequence of numbers of length at least 3 and
let ~M ~m be the associated square increasing model. We have that
~M ~m |=∗ Q and ~M ~m |=∗“< is a linear order with no greatest element”.

The most surprising of these is the last one. Even though ~M ~m is finite, it
fulfills that < is infinite. Let’s first show that ~M ~m fulfills the first axiom of
Q as a warm up and then check that it fulfills this one.
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A Worked Example

Let’s see how fulfillment works in practice. For simplicity assume m0 > 1
(nothing important hinges on this).

Proof.

Recall that axiom 1 is ∀x 0 6= S(x).

This statement has only the parameter
0 ∈Mm0 and the term S(x) so every term applied to the parameter
appears in Mm0 i.e. 0 and 1 = S(0) are both in Mm0 (this is where we
used m0 > 1 otherwise we would have to go to Mm1). Note moreover that
the sentence, having depth 1, is such that n − dp(Axiom1)− 1 = n − 2.
Per the definition of fulfillment, we need to show that for each
j ∈ [0, n − 2] and each a ∈Mmj we have Mmn−1 |= 0 6= S(a). Clearly this
is true provided it makes sense, i.e. the term S(a) is defined. But it is,
since a ∈Mmn−2 and hence its successor is in Mmn−1 .
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A Worked Example

Let’s see how fulfillment works in practice.

Proof.

Now let’s show that ~M ~m |=∗“< is a linear order with no greatest
element”.

It’s not hard to see that < is linear. What’s surprising is that,
even though the structures are finite and have a greatest element
externally, this is not fulfilled by the sequence of models. Indeed notice, to
say that < has no top element means formally that the following sentence
is fulfilled: ∀x∃y(x < y). This has depth 2. Thus, ~M ~m fulfills this
sentence if for every j ∈ [0, n − 3] for every b ∈Mj , we have that
~M ~m |=∗ ∃y(b < y). This latter sentence is fulfilled just in case there is an
a ∈Mj+1, so that Mmn−1 |= b < a. This is true since Mj is a proper
initial segment of Mj+1.
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The Completeness Theorem for |=∗

The utility of ~A |=∗ ϕ is described by the following few lemmas.

I will say
that ϕ has a model if there is a (total) L-structure M so that M |= ϕ (in
the normal sense) and that ϕ has an (L, n)-model if there is an
(L, n)-model ~A so that ~A |=∗ ϕ. Here, let us opt to formalize “ϕ has a
model” in ACA0 as opposed to as via definable models and arithmetized
completeness.

The first result on fulfillment is a variation on the completeness theorem.
The following can be proved using König’s lemma and infinite Ramsey’s
Theorem.

Lemma (ACA0)

Let ϕ be an L-sentence. Then ϕ has a model if and only if it has a
(L, n)-model for all n > dp(ϕ).
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The Completeness Theorem for |=∗

Lemma (ACA0)

Let ϕ be an L-sentence. Then ϕ has a model if and only if it has a
(L, n)-model for all n > dp(ϕ).

Fix a standard proof system for first order logic formalizable in PA (say a
Hilbert style system). By applying the conservativity of ACA0 over PA and
the arithmetized completeness theorem we get as a corollary of this lemma
the following.

Lemma (PA)

Let ϕ be an L-sentence.

1. If 0 ϕ, then for all sufficiently large n there is an (L, n)-model of
¬ϕ.

2. If ` ϕ, then every (L, n)-model fulfills ϕ for all sufficiently large n.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 20 / 48



The Completeness Theorem for |=∗

Lemma (ACA0)

Let ϕ be an L-sentence. Then ϕ has a model if and only if it has a
(L, n)-model for all n > dp(ϕ).

Fix a standard proof system for first order logic formalizable in PA (say a
Hilbert style system). By applying the conservativity of ACA0 over PA and
the arithmetized completeness theorem we get as a corollary of this lemma
the following.

Lemma (PA)

Let ϕ be an L-sentence.

1. If 0 ϕ, then for all sufficiently large n there is an (L, n)-model of
¬ϕ.

2. If ` ϕ, then every (L, n)-model fulfills ϕ for all sufficiently large n.
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The Completeness Theorem for |=∗

As a consequence of this result we obtain the Completeness Theorem for
|=∗.

Theorem

An L sentence ϕ is provable if and only if for all n > dp(ϕ), all
(L, n)-models fulfill ϕ.

As a consequence we get an important result that will be used later. Note
that the significance of this theorem is that it is provable in PA.

Corollary

The statement “For all finite subsets Γ ⊆ PA and all
n > max{dp(γ) + 1 | γ ∈ Γ}, Γ has an (L, n)-model” is equivalent to
con(PA).
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The Finite Model Lemma

We will need one more result about (L, n)-Models before we move to
applications, the finite model lemma.

This lemma is perhaps the most
important as it will be used to bound the complexity of statements we wish
to prove are independent. It essentially is a version of Löwenheim-Skolem
for (L, n)-models which allows for any sentence σ one to replace a given
(L, n)-model ~A |=∗ σ with a new (L, n)-model ~B so that the cardinality of
Bi is computable in i and σ (and a few other parameters).

In the statement on the next slide I will assume that ~A has an external well
order and use it implicitly, referring for example to “the least element of ~A
so that...holds”. Note that in PA and ACA0 one can assume this for free.
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The Finite Model Lemma

Lemma (The Finite Model Lemma)

Let n be a natural number and ϕ be an L-sentence of depth at most
n − 2. Let |L| denote the cardinality of the signature of L and let j be the
largest size of an arity of a function symbol. Given any (L, n)-model ~A,
there is another (L, n)-model ~B so that the following hold:

• B0 has cardinality at most |L|

• Bi+1 has cardinality at most

2(Σi−1
m=1

( i
m

)
) + (|Bi |+ |L||Bi |j)|ϕ|(1 + (2|Bi |

|ϕ| |ϕ|))

• The universe of Bi is a subset of the universe of Ai (but not
necessarily a substructure) for each i < n.

• For every subformula ψ of ϕ ~B |=∗ ψ if and only if ~A |=∗ ψ
Moreover, given ϕ, L and A, the procedure for producing B is
computable.
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The Finite Model Lemma

The bounds are probably not best possible (and in any case the account
for additional bells and whistles in the construction that I’m sweeping
under the run today for the sake of presentation). What matters is that
they are primitive recursive in i , |ϕ|, |L|, m and j . In particular they do
not depend on n or ~A. In what follows, I denote by Col(i , j , k, l) the
primitive recursive function giving these bounds where i is the index of the
sequence, j is the greatest arity of a function symbol in L, k = |ϕ|, and
l = |L|. In other words for all i < n the lemma states that
|Bi | < Col(i , j , |ϕ|, |L|) (Col for “collapse”).
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The Finite Model Lemma

Proof Sketch.

Define the sequence Bi for i < n by induction. It will be clear from the
construction that this procedure can be carried out recursively, given
knowledge of A, L and ϕ.

First, let B0 ⊆ A0 be the set of all individual constants, plus the least
element of A0 if there are no constants. Now, if Bi is defined, first expand
Bi to B∗i = Bi ∪ {f (b̄) | b̄ ⊆ Bi and f a function symbol}. Note that
B∗i ⊆ Ai+1 since every element of Bi is in Ai and Ai is closed under
functions in Ai+1. Now if ∃yψ(y , x) is a subformula of ϕ and a ⊆ Bi then
if ~A |=∗ ∃yψ(y , a), pick the least b ∈ Ai+1 witnessing this (if there is
one). Then, if ∀yψ(y , a) is a subformula of ϕ so that there this a
c ∈ Ai+1 with ~A |=∗ ¬ψ(c , a), pick the least such c ∈ Ai+1.

Now let Bi+1 be B∗i alongside all such b’s and c ’s.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 25 / 48



The Finite Model Lemma

Proof Sketch.

Define the sequence Bi for i < n by induction. It will be clear from the
construction that this procedure can be carried out recursively, given
knowledge of A, L and ϕ.

First, let B0 ⊆ A0 be the set of all individual constants, plus the least
element of A0 if there are no constants.

Now, if Bi is defined, first expand
Bi to B∗i = Bi ∪ {f (b̄) | b̄ ⊆ Bi and f a function symbol}. Note that
B∗i ⊆ Ai+1 since every element of Bi is in Ai and Ai is closed under
functions in Ai+1. Now if ∃yψ(y , x) is a subformula of ϕ and a ⊆ Bi then
if ~A |=∗ ∃yψ(y , a), pick the least b ∈ Ai+1 witnessing this (if there is
one). Then, if ∀yψ(y , a) is a subformula of ϕ so that there this a
c ∈ Ai+1 with ~A |=∗ ¬ψ(c , a), pick the least such c ∈ Ai+1.

Now let Bi+1 be B∗i alongside all such b’s and c ’s.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 25 / 48



The Finite Model Lemma

Proof Sketch.

Define the sequence Bi for i < n by induction. It will be clear from the
construction that this procedure can be carried out recursively, given
knowledge of A, L and ϕ.

First, let B0 ⊆ A0 be the set of all individual constants, plus the least
element of A0 if there are no constants. Now, if Bi is defined, first expand
Bi to B∗i = Bi ∪ {f (b̄) | b̄ ⊆ Bi and f a function symbol}. Note that
B∗i ⊆ Ai+1 since every element of Bi is in Ai and Ai is closed under
functions in Ai+1. Now if ∃yψ(y , x) is a subformula of ϕ and a ⊆ Bi then
if ~A |=∗ ∃yψ(y , a), pick the least b ∈ Ai+1 witnessing this (if there is
one). Then, if ∀yψ(y , a) is a subformula of ϕ so that there this a
c ∈ Ai+1 with ~A |=∗ ¬ψ(c , a), pick the least such c ∈ Ai+1.

Now let Bi+1 be B∗i alongside all such b’s and c ’s.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 25 / 48



The Finite Model Lemma

Proof Sketch.

Define the sequence Bi for i < n by induction. It will be clear from the
construction that this procedure can be carried out recursively, given
knowledge of A, L and ϕ.

First, let B0 ⊆ A0 be the set of all individual constants, plus the least
element of A0 if there are no constants. Now, if Bi is defined, first expand
Bi to B∗i = Bi ∪ {f (b̄) | b̄ ⊆ Bi and f a function symbol}. Note that
B∗i ⊆ Ai+1 since every element of Bi is in Ai and Ai is closed under
functions in Ai+1. Now if ∃yψ(y , x) is a subformula of ϕ and a ⊆ Bi then
if ~A |=∗ ∃yψ(y , a), pick the least b ∈ Ai+1 witnessing this (if there is
one). Then, if ∀yψ(y , a) is a subformula of ϕ so that there this a
c ∈ Ai+1 with ~A |=∗ ¬ψ(c , a), pick the least such c ∈ Ai+1.

Now let Bi+1 be B∗i alongside all such b’s and c ’s.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 25 / 48



The Finite Model Lemma

Using the finite model lemma, if ϕ has an (L, n)-model ~A which is linearly
ordered by <, then it has one whose domain is a finite initial segment of
the natural numbers via the isomorphism induced by the unique order
preserving bijection between the domain of the model ~B obtained by the
computable procedure described in the finite model lemma and the initial
segment is of length |Bn−1| < Col(n − 1, |ϕ|, k , |L|, n). Such a structure is
called the F-collapse of ~A for ϕ (“F” for fulfillment).

The existence of an F-Collapse is what will allow us to bound the
existential quantifier in a Π0

2 sentence to get a Π0
1 one.
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A Proof of the Paris-Harrington Theorem

Recall that the Paris-Harrington Principle, PH, is the statement that for all
e, k , r there is an N so that every partition P : [N]e → r there is a H ⊆ N
which is homogenous, of size at least k and

so that the cardinality of H is
larger than the minimal element. This last part is what separates PH from
finite Ramsey’s Theorem.

The Paris-Harrington Theorem is the statement that PH is independent of
PA. Let me recall briefly the proof that PH is true in the standard model
of PA. Note that this proves half of the Paris-Harrington Theorem since it
shows PA does not prove ¬PH.
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A Proof of the Paris-Harrington Theorem

Proposition

The Paris-Harrington Principle holds in the standard model of arithmetic.

Proof.

Suppose not and fix an e, k , r so that the principle fails.Let T be the
collection of partitions of P : [N]e → r so that there is no H ⊆ N which is
homogenous, of size k and so that the cardinality of H is larger than the
minimal element. By our assumption there is such a P for each N. Order
T by P v Q if P is a partition on N and Q is a partition on N ′ > N and
Q � [N]e = P. Then T is an infinite, finitely branching tree so by König’s
lemma it has a branch, B ⊆ T . Note, however, that

⋃
B : [ω]e → r is a

partition of ω. Therefore by the infinite Ramsey theorem there is an infinite
C ⊆

⋃
B so that

⋃
B � [C ]e is constant. Pick N < ω so that C ∩ N has

size k and cardinality larger than its minimal element. Since C is infinite
this is easily arranged: let N be larger than the first k + min(C ) elements.
But then

⋃
B � [C ∩ N]e is constant, contradicting our assumption.
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A Proof of the Paris-Harrington Theorem

Now let’s work towards proving the interesting half of the Paris-Harrington
Theorem.

Theorem (Paris-Harrington, 1977)

PH implies con(PA) and so, in particular, it is not provable in PA and
hence PH is independent of PA.

Towards this end define the theory PAPF
k to be the axioms of Q plus the

first k instances of parameter free least number principle:
LNP(ϕ) := ∃xϕ(x)→ ∃x∀y(ϕ(x) ∧ (ϕ(y)→ x ≤ y)) where ϕ is one of
the first k formulae relative to some primitive recursive ordering of the
formulas of L. It’s well known that PA is equivalent to

⋃
{PAPF

k | k ∈ ω}.
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A Proof of the Paris-Harrington Theorem

Our goal is to show that PA + PH implies con(PA). In light of the results
already discussed, it suffices to show the following:

Theorem

PA + PH implies that for each k and all sufficiently large n there is a
(L, n)-model of PAPF

k .
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A Proof of the Paris-Harrington Theorem

Before beginning on the proof of this theorem, let us isolate a slightly
modified version of PH which we will need. In the original paper by
Paris-Harrington they show that PH already implies (over base theory PA)
several seemingly stronger statements. The following one is a special case
of their general theorem.

Given a number N let is denote by [N]esqInc the set of e-sized subsets of N
which, when placed in ascending order, are square increasing.

Lemma

PH implies that for every e, k , r ,m there is an N so that every function
F : [N]esqInc → r there is a H ⊆ N so that H is square increasing, F � [H]e

is constant, H contains only elements larger than m and so that the
cardinality of H is larger than min(H) + k .
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A Proof of the Paris-Harrington Theorem

With this result in hand we can now prove the Paris-Harrington Theorem.

• Recall that we need to show that PA + PH implies that for each k and
all sufficiently large n there is a (L, n)-model of PAPF

k .

• Since we know that square increasing models fulfill Q it’s therefore
enough to show that for each finite Γ of L sentences, and each sufficiently
large n there is a square increasing (L, n)-model of Γ.

• For simplicity let us fix a sentence ϕ and show this for just this ϕ. The
modification from one formula to finitely many is straightforward.

• Fix n larger than dp(ϕ) + 3. If there is a square increasing (L, n)-model
~M ~m |=∗ ¬∃x ϕ(x) then we’re done so suppose that all such models fulfill
∃xϕ(x). We need to show that they fulfill that there is a least such x .
Also, fix a number m large enough that all terms in ϕ are definable inMm.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 32 / 48



A Proof of the Paris-Harrington Theorem

With this result in hand we can now prove the Paris-Harrington Theorem.

• Recall that we need to show that PA + PH implies that for each k and
all sufficiently large n there is a (L, n)-model of PAPF

k .

• Since we know that square increasing models fulfill Q it’s therefore
enough to show that for each finite Γ of L sentences, and each sufficiently
large n there is a square increasing (L, n)-model of Γ.

• For simplicity let us fix a sentence ϕ and show this for just this ϕ. The
modification from one formula to finitely many is straightforward.

• Fix n larger than dp(ϕ) + 3. If there is a square increasing (L, n)-model
~M ~m |=∗ ¬∃x ϕ(x) then we’re done so suppose that all such models fulfill
∃xϕ(x). We need to show that they fulfill that there is a least such x .
Also, fix a number m large enough that all terms in ϕ are definable inMm.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 32 / 48



A Proof of the Paris-Harrington Theorem

With this result in hand we can now prove the Paris-Harrington Theorem.

• Recall that we need to show that PA + PH implies that for each k and
all sufficiently large n there is a (L, n)-model of PAPF

k .

• Since we know that square increasing models fulfill Q it’s therefore
enough to show that for each finite Γ of L sentences, and each sufficiently
large n there is a square increasing (L, n)-model of Γ.

• For simplicity let us fix a sentence ϕ and show this for just this ϕ. The
modification from one formula to finitely many is straightforward.

• Fix n larger than dp(ϕ) + 3. If there is a square increasing (L, n)-model
~M ~m |=∗ ¬∃x ϕ(x) then we’re done so suppose that all such models fulfill
∃xϕ(x). We need to show that they fulfill that there is a least such x .
Also, fix a number m large enough that all terms in ϕ are definable inMm.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 32 / 48



A Proof of the Paris-Harrington Theorem

With this result in hand we can now prove the Paris-Harrington Theorem.

• Recall that we need to show that PA + PH implies that for each k and
all sufficiently large n there is a (L, n)-model of PAPF

k .

• Since we know that square increasing models fulfill Q it’s therefore
enough to show that for each finite Γ of L sentences, and each sufficiently
large n there is a square increasing (L, n)-model of Γ.

• For simplicity let us fix a sentence ϕ and show this for just this ϕ. The
modification from one formula to finitely many is straightforward.

• Fix n larger than dp(ϕ) + 3. If there is a square increasing (L, n)-model
~M ~m |=∗ ¬∃x ϕ(x) then we’re done so suppose that all such models fulfill
∃xϕ(x). We need to show that they fulfill that there is a least such x .
Also, fix a number m large enough that all terms in ϕ are definable inMm.

Corey B. Switzer (University of Vienna) (L, n)-Models MOPA 32 / 48



A Proof of the Paris-Harrington Theorem

Having set the scene for the proof consider the following.

• For any square increasing sequence ~m = m0 < ... < mn−2, with
m0 > m2 let us define Fϕ( ~m) = min{x < m0 | ~M ~m |=∗ ϕ(x)}. By the
assumption Fϕ is defined on all square increasing sequences of length
n − 1 with first element at least m2 + 1.

• Now for such a square increasing sequence m0 < ... < mn−2 < mn−1 of
length n let F ′ϕ(m0,m1, ...,mn−2,mn−1) ={

0, Fϕ(m0,m2,m3, ...,mn−1) = Fϕ(m0,m1,m3, ...,mn−1)

1, otherwise

• This is a two coloring of n-tuples.
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A Proof of the Paris-Harrington Theorem

Applying PH let N be such that all F ′ϕ restricted to [N]nSqInc has a

homogenous subset H ⊆ N so that every element is larger than m2, and
whose cardinality is larger than min(H) + n + 5.

Claim

F ′ϕ � [H]n is identically 0.

Proof.

Otherwise it’s 1. But that means that, if H = {m0 < m1 < ... < mk} we
have that the set {Fϕ(m0,ml ,mk−n−2...,mk) | 1 ≤ l ≤ k − n − 3} is a
subset of m0 of size k − n− 4. But by construction k > m0 + n + 5 so this
contradicts the pigeonhole principle.
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A Proof of the Paris-Harrington Theorem

• Let m0 < m1 < ... < mn ∈ H and let ~m be the associated square
increasing sequence. I claim that ~M ~m fulfills that x0 := Fϕ(m1, ...,mn) is

the minimal x so that ϕ(x).

If not, then ~M ~m |=∗ ∃y < x0 ϕ(y) so there is

a corresponding y < m1 so that ~M[1,n]
~m |=∗ ϕ(y) ∧ y < x0.

• But that is a contradiction to the fact that F ′ϕ � [H]n is identically 0
since in this case we actually have that y < x0 (in M) and by the previous
claim, x0 was the least so that any n-tuple of elements from H fulfilled
ϕ(x0).

• To conclude the proof observe that it follows that
〈Mm, ~M ~m〉 |=∗ LNP(ϕ).
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A True Unprovable Π0
1 Sentence

Now I want to produce a similar proof using a statement which is Π0
1.

In
order to remove the unbounded existential quantifier in PH we need to
restrict ourselves to a class of partitions P : [N]e → r whose behavior is
determined by some small subset S ⊆ [N]e . However this class of partitions
needs to be rich enough to still run a version of the above argument.

How can we do this?

Color (L, n)-models and use the finite model lemma!
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A True Unprovable Π0
1 Sentence

Let r , n, and N be natural numbers and let ϕ(x) an L-formula.

Definition (Bounded (n, ϕ)-Colorings)

A bounded (n, ϕ)-coloring in r colors on N is a function F , so that the
following conditions hold:

1. The domain of F is the set of (L, n)-models ~A so that the top
model of ~A has universe contained in N and fulfills ϕ(b) for some
b ∈

⋃
A∈ ~AA.

2. The range of F is r .

3. Boundedness: For each k ≥ n and every (L, k)-model
~A = 〈A0, ...,Ak−1〉, so that all of the sub n-tuples of ~A are in the

domain of F , we have that if ~B = 〈B0, ...,Bk−1〉 is the F-collapse of
~A for ∃xϕ(x) then for any i0 < i1 < ... < in−1 < k we have that
F (Ali0

, ...,Alin−1
) = F (Bli0 , ...,Blin−1

).
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A True, Unprovable Π0
1-Sentence

Observe that to say that “F is a bounded (n, ϕ)-coloring in r colors on N”
is ∆0 with parameters n, ϕ, r and N since every quantifier in the definition
can be bounded by 2N

2
.

The true Π0
1 statement we will show to be

unprovable in PA is the following.

Definition

The Bounded Coloring Principle, denoted BCP is the statement that for all
r , n,L, ϕ, j ,m, k if k ≥ n, |L|+ m, the largest arity of a function symbol in
L is j and F is a (n, ϕ)-bounded coloring in r colors on
Col(k , j , |∃x ϕ(x)|, |L|, n) + 1 then there is a sequence
~H = 〈A0 ⊆ A1 ⊆ ... ⊆ Ak̄−1〉 of partial L-structures of some length k̄ ≥ k
so that any n-length subsequence is in the domain of F , |A0|+ m < k̄ and
F is homogeneous on the collection of all subsequences of H of length n
i.e. F � [H]n is constant and well defined.
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A True, Unprovable Π0
1-Sentence

For a fixed r , n,L, ϕ, j ,m, k and N let us denote the conclusion of BCP by
BCP(r , n,L, ϕ, j , k ,m,N).

Note that BCP is the statment

∀r , n,L, ϕ, j ,m, k BCP(r , n,L, ϕ, j , k,m,Col(k , j , |∃x ϕ(x)|, |L|, n) + 1))

and so in particular it’s Π0
1. We will sketch a proof of the following

theorem.

Theorem (S.)

The statement BCP is true in the standard model but PA + BCP implies
con(PA). In particular, BCP is independent of PA.
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A True, Unprovable Π0
1-Sentence

The main tool in proving the above theorem is a reduction of BCP to a Π0
2

sentence with the primitive recursive bound given by the collapse function
removed. The point is that the definition of boundedness alongside the
technology of the finite model lemma is tailored for this.

Lemma

The principle BCP is equivalent to the statement, which I call BCP′, that
∀r , n,L, ϕ, j ,m, k∃N BCP(r , n,L, ϕ, j , k,m,N)
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A True, Unprovable Π0
1-Sentence

Proof.

Clearly BCP implies BCP′. For the converse, suppose BCP′ holds, fix
r , n,L, j , k ,m and let N be large enough to witness BCP′.

We need to
show that already there is a homogeneous sequence of structures all of
whose universes are contained in Col(k , j , |∃x ϕ(x)|, |L|, n) + 1. Let F be a
bounded (n, ϕ)-coloring on N and, by BCP′ let ~H = 〈A0 ⊆ ... ⊆ Ak−1〉 be
a collection of structures so that F is homogeneous on all of its n-tuples
and the cardinality of A0 + m is less than k . By boundedness, we can
apply the F-collapse to the first k structures of ~H with respect to ϕ to get
a new homogeneous sequence for F , this time with all structures contained
in Col(k , j , |∃x ϕ(x)|, |L|, n) + 1 as required.
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A True, Unprovable Π0
1-Sentence

The rest of the proof follows the along the same lines as the proof of the
Paris-Harrington Theorem, replacing PH with BCP′. That BCP′ is true in
the standard model is a similar tree argument so I won’t repeat it. Let’s
focus on the “unprovable” part.

As before we will show that for any ϕ and any sufficiently large n we can
find an (L, n)-model of

∧
Q ∧ LNP(ϕ). Specifically we will show the

following.

Lemma

The statement BCP′ implies that that for all sufficiently large n there is an
(L, n) model of

∧
Q ∧ LNP(ϕ).
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A True, Unprovable Π0
1-Sentence

To prove this lemma, let us assume BCP′. If Q ∪ {¬∃x ϕ(x)} is consistent
we are done hence let us suppose that Q ` ∃xϕ(x).

• Let n be larger than the depth of
∧

Q ∧ ∃x ϕ(x). Fix an m large enough
so that all terms in ϕ are defined in Mm. Enlarge L with a constant
symbol for each number a < m2. This ensures that any F -collapse of an
(L, n)-model for ∃x ϕ(x) will have all relevant parameters in the first
model.

• For an (L, n)-model ~A = 〈A0, ...,An−1〉 |=∗ Q with ~Mm ⊆ A0 let F ( ~A)
be the least b ∈ A0 with respect to the linear ordering < as defined on the
top model of ~A so that ~A |=∗ ϕ(b).
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A True, Unprovable Π0
1-Sentence

Now define a bounded (n + 1,
∧
Q ∧ ϕ)-coloring F on some sufficiently

large N (large enough to run the following argument as given by BCP′) as
follows:

F ′(〈A0,A1,A2, ...,An〉) ={
0, F (A0,A1,A3, ...,An) = F (A0,A2,A3, ...,An)

1, otherwise

Now, by BCP′ we can choose N large enough so that F has a
homogeneous sequence ~H = 〈A0, ...,Ak−1〉 of length
k > |A0|+ m + n + 1.
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A True, Unprovable Π0
1-Sentence

Since |A0| < k −m − n − 1 we must have that F � [H]n+1 ≡ 0 by a
pigeonhole argument similar to the one for PH.

However then we can run an analogous argument to one given for PH to
show that the first n-tuple of elements from ~H, coupled with Mm as the
minimal element of the sequence will satisfy LNP(ϕ), thus completing the
proof of the lemma and hence the sketch of the proof of the theorem.
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In Closing...

Using a similar framework one can prove the independence from PA of
many of the known Paris-Harrington like statements.

• In particular the independence of the Regressive Ramsey Theorem of
Kanamori and McAloon can be shown in this way and, a Π0

1, (L, n)-model
modification can be given for it which is also independent.

Many other Π0
1 examples of this type seem in reach due to the finite model

lemma.
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Thank You for Your Attention!
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